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NEHRU COLLEGE OF ENGINEERING AND RESEARCH CENTRE 

(NAAC Accredited) 
(Approved by AICTE, Affiliated to APJ Abdul Kalam Technological University, Kerala) 

 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 

COURSE MATERIALS 

 

CS 405 COMPUTER SYSTEM ARCHITECTURE 

VISION OF THE INSTITUTION 

To mould true citizens who are millennium leaders and catalysts of change through excellence in 

education. 

 MISSION OF THE INSTITUTION  

NCERC is committed to transform itself into a center of excellence in Learning and Research in 

Engineering and Frontier Technology and to impart quality education to mould technically competent 

citizens with moral integrity, social commitment and ethical values. 

  

We intend to facilitate our students to assimilate the latest technological know-how and to imbibe 

discipline, culture and spiritually, and to mould them in to technological giants, dedicated research 

scientists and intellectual leaders of the country who can spread the beams of light and happiness among 

the poor and the underprivileged. 
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ABOUT DEPARTMENT 

⧫ Established in: 2002 

⧫ Course offered  :  B.Tech in Computer Science and Engineering 

M.Tech in Computer Science and Engineering 

M.Tech in Cyber Security 

⧫ Approved by AICTE New Delhi and Accredited by NAAC 

⧫ Affiliated to the University of Dr. A P J Abdul Kalam Technological University. 

 

DEPARTMENT VISION 

Producing  Highly  Competent, Innovative and Ethical Computer Science and Engineering Professionals 

to facilitate continuous technological advancement. 

 

DEPARTMENT MISSION 

1. To Impart Quality Education by creative Teaching Learning Process  

2. To Promote cutting-edge Research and Development Process to solve real world problems with 

emerging technologies.  

3. To Inculcate Entrepreneurship Skills among Students.  

4. To cultivate Moral and Ethical Values in their Profession.  

 

PROGRAMME EDUCATIONAL OBJECTIVES 

PEO1: Graduates will be able to Work and Contribute in the domains of Computer Science and Engineering 

through lifelong learning. 

PEO2: Graduates will be able to Analyse, design and development of novel Software Packages, 

Web Services, System Tools and Components as per needs and specifications. 

PEO3: Graduates will be able to demonstrate their ability to adapt to a rapidly changing environment by 

learning and applying new technologies. 

PEO4: Graduates will be able to adopt ethical attitudes, exhibit effective communication skills, 

Teamworkand leadership qualities. 

 

 

Free Hand
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PROGRAM OUTCOMES (POS) 

Engineering Graduates will be able to: 

1. Engineering knowledge: Apply the knowledge of mathematics, science, engineering 

fundamentals, and an engineering specialization to the solution of complex engineering 

problems. 

2. Problem analysis: Identify, formulate, review research literature, and analyze complex 

engineering problems reaching substantiated conclusions using first principles of 

mathematics, natural sciences, and engineering sciences. 

3. Design/development of solutions: Design solutions for complex engineering problems and 

design system components or processes that meet the specified needs with appropriate 

consideration for the public health and safety, and the cultural, societal, and environmental 

considerations. 

4. Conduct investigations of complex problems: Use research-based knowledge and research 

methods including design of experiments, analysis and interpretation of data, and synthesis of 

the information to provide valid conclusions. 

5. Modern tool usage: Create, select, and apply appropriate techniques, resources, and modern 

engineering and IT tools including prediction and modeling to complex engineering activities 

with an understanding of the limitations. 

6. The engineer and society: Apply reasoning informed by the contextual knowledge to assess 

societal, health, safety, legal and cultural issues and the consequent responsibilities relevant 

to the professional engineering practice. 

7. Environment and sustainability: Understand the impact of the professional engineering 

solutions in societal and environmental contexts, and demonstrate the knowledge of, and need 

for sustainable development. 

8. Ethics: Apply ethical principles and commit to professional ethics and responsibilities and 

norms of the engineering practice. 

9. Individual and team work: Function effectively as an individual, and as a member or leader 

in diverse teams, and in multidisciplinary settings. 

10. Communication: Communicate effectively on complex engineering activities with the 

engineering community and with society at large, such as, being able to comprehend and 

write effective reports and design documentation, make effective presentations, and give and 

receive clear instructions. 

11. Project management and finance: Demonstrate knowledge and understanding of the 

engineering and management principles and apply these to one’s own work, as a member and 

leader in a team, to manage projects and in multidisciplinary environments. 

12. Life-long learning: Recognize the need for, and have the preparation and ability to engage in 

independent and life-long learning in the broadest context of technological change. 

PROGRAM SPECIFIC OUTCOMES (PSO) 

PSO1: Ability to Formulate and Simulate Innovative Ideas to provide software solutions for Real-

time Problems and to investigate for its future scope. 
 

PSO2: Ability to learn and apply various methodologies for facilitating development of high quality 

System Software Tools and Efficient Web Design Models with a focus on performance 
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optimization. 
 

PSO3: Ability to inculcate the Knowledge for developing Codes and integrating hardware/software 

products in the domains of Big Data Analytics, Web Applications and Mobile Apps to create 

innovative career path and for the socially relevant issues. 

 

COURSE OUTCOMES 

 

CO1 To understand concepts of different parallel computer models. 

CO2 To analyze the advanced processor technologies and understand the importance of memory 

hierarchy. 

CO3 To analyze different multiprocessor system interconnecting mechanisms and discuss 

protocols for enforcing cache coherence. 

CO4 To analyze different message passing mechanisms. 

CO5 To analyze and design different pipe lining techniques. 

CO6 To appraise concepts of multithreaded and data flow architectures. 

 

MAPPING OF COURSE OUTCOMES WITH PROGRAM OUTCOMES 

 

 

 

 

 

 

 

 

 PO 

1 

PO 

2 

PO 

3 

PO 

4 

PO 

5 

PO 

6 

PO 

7 

PO 

8 

PO 

9 

PO 

10 

PO 

11 

PO 

12 

CO1 
3 3 3 3 - - - - - - - - 

CO2 
3 2 3 2 - - - - - - - - 

CO3 
3 3 2 3 2 - - - - - - - 

CO4 
3 3 3 3 2 - - - - - - - 

CO5 
3 2 3 3 - - - - - - - - 

CO6 
3 2 2 3 - - - - - - - - 
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MAPPING OF COURSE OUTCOMES WITH PROGRAM OUTCOMES 

 

 

 

 

 

 

 

 

Note: H-Highly correlated=3, M-Medium correlated=2, L-Less correlated=1 

 

 

SYLLABUS 

 

Course 

code 
Course Name L-T-P –Credits 

Year of 

Introduction 

CS405 
COMPUTER SYSTEM 

ARCHITECTURE 
3-0-0-3 2016 

Course Objectives: 

• To impart a basic understanding of the parallel architecture and its operations 

• To introduce the key features of high performance computers 

Syllabus: 

Basic concepts of parallel computer models, SIMD computers, Multiprocessors and 

multi-computers, Cache Coherence Protocols, Multicomputers, Pipelining computers 

and Multithreading. 

 PSO1 

 

PSO2 

 

PSO3 

 

CO1 
2 - - 

CO2 
3 3 - 

CO3 
3 2 - 

CO4 
2 - - 

CO5 
3 - - 

CO6 
3 2 - 
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Expected outcome : 

The Students will be able to : 

i. summarize different parallel computer models 

ii. analyze the advanced processor technologies 

iii. interpret memory hierarchy 

iv. compare different multiprocessor system interconnecting mechanisms 

v. interpret the mechanisms for enforcing cache coherence 

vi. analyze different message passing mechanisms 

vii. analyze different pipe lining techniques 

viii. appraise concepts of multithreaded and data flow architectures 

Text Book: 

• K. Hwang and Naresh Jotwani, Advanced Computer Architecture, Parallelism, 

Scalability, Programmability, TMH, 2010. 

References: 

1. H P Hayes, Computer Architecture and Organization, McGraw Hill, 1978. 

2. K. Hwang & Briggs , Computer Architecture and Parallel Processing, McGraw 

Hill International, 1986 

3. M J Flynn, Computer Architecture: Pipelined and Parallel Processor Design, 

Narosa Publishing House, 2012. 

4. M Sasikumar, D Shikkare and P Raviprakash, Introduction to Parallel 

Processing, PHI, 2014. 

5. P M Kogge, The Architecture of Pipelined Computer, McGraw Hill, 1981. 

6. P V S Rao , Computer System Architecture, PHI, 2009. 

7. Patterson D. A. and Hennessy J. L., Morgan Kaufmann , Computer 

Organization and Design: The Hardware/Software Interface, Morgan 

Kaufmann Pub, 4/e, 2010. 

Course Plan 

 

Module 

 

Contents 

 

Hours 

End 

Sem. 

Exam 

Marks 

 

 

 
I 

Parallel computer models – Evolution of Computer 

Architecture, System Attributes to performance, Amdahl's 

law for a fixed workload. Multiprocessors and 

Multicomputers, Multivector and SIMD computers, 

Architectural development tracks, Conditions of 

parallelism. 

 

 
 

6 

 

 
 

15% 

https://www.abebooks.com/servlet/SearchResults?an=Kai%2BHwang%2CNaresh%2BJotwani&cm_sp=det-_-bdp-_-author
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II 

Processors and memory hierarchy – Advanced processor 

technology- Design Space of processors, Instruction Set 

Architectures, CISC Scalar Processors, RISC Scalar 

Processors, Superscalar and vector processors, Memory 

hierarchy technology. 

 

 
8 

 

 
15% 

FIRST INTERNAL EXAM 

 

 

 
III 

Multiprocessors system interconnects - Hierarchical bus 

systems, Cross bar switch and multiport memory, 

Multistage and combining networks. 

Cache Coherence and Synchronization Mechanisms, Cache 

Coherence Problem, Snoopy Bus Protocol, Directory Based 

Protocol, Hardware Synchronization Problem 

 

 

 

 
7 

 

 

 

 
15% 

 

IV 

Message Passing Mechanisms-Message Routing schemes, 

Flow control Strategies, Multicast Routing Algorithms. 

Pipelining and Superscalar techniques – Linear Pipeline 

processors and Nonlinear pipeline processors 

 

8 

 

15% 

SECOND INTERNAL EXAM 

V 
Instruction pipeline design, Arithmetic pipeline deign - 

Super Scalar Pipeline Design 8 20% 

 

 
VI 

Multithreaded and data flow architectures - Latency hiding 

techniques, Principles of multithreading - Multithreading 

Issues and Solutions, Multiple context Processors, Fine- 

grain Multicomputer- Fine-grain Parallelism. Dataflow and 

hybrid architecture 

 

 
8 

 

 
20% 

END SEMESTER EXAM 

Question Paper Pattern ( End semester exam) 
 

1. There will be FOUR parts in the question paper – A, B, C, D 

2. Part A 

a. Total marks : 40 

b. TEN questions, each have 4 marks, covering all the SIX modules (THREE 

questions from modules I & II; THREE questions from modules III & IV; 

FOUR questions from modules V & VI). 

All the TEN questions have to be answered. 

3. Part B 

a. Total marks : 18 

b. THREE questions, each having 9 marks. One question is from module I; one 
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question is from module II; one question uniformly covers modules I & II. 

c. Any TWO questions have to be answered. 

d. Each question can have maximum THREE subparts. 

4. Part C 

a. Total marks : 18 

b. THREE questions, each having 9 marks. One question is from module III; 

one question is from module IV; one question uniformly covers modules III & 

IV. 

c. Any TWO questions have to be answered. 

d. Each question can have maximum THREE subparts. 

5. Part D 

a. Total marks : 24 

b. THREE questions, each having 12 marks. One question is from module V; one 

question is from module VI; one question uniformly covers modules V & VI. 

c. Any TWO questions have to be answered. 

d. Each question can have maximum THREE subparts. 

6. There will be AT LEAST 60% analytical/numerical questions in all possible 

combinations of question choices. 
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QUESTION BANK 

 

 

MODULE I 

 

Q:NO: 

 

QUESTIONS 

 

CO 

 

KL 

 

PAGE 

NO: 

1 Explain Flynn’s classification of computer architecture. CO1 K5 3 

2 Explain in detail about implicit and explicit parallelism 

in parallel programming. 

CO1 K5 13 

3 State Amdahl’s law. Write an expression for the overall 

speed up. 

CO1 K3 14 

4 Consider the execution of the following code segment 

consisting of seven statements. Use Bernstein’s 

conditions to detect the maximum parallelism 

embedded in this code. Justify the portions that can be 

executed in parallel and the remaining portions that 

must be executed sequentially. Rewrite the code using 

parallel constructs such as Cobegin and Coend. No 

variable substitution is allowed. All statements can be 

executed in parallel if they are declared within the same 

block of a (Cobegin and Coend) pair. 

 
 

CO1 K2 42 

5 Write about the Shared-Memory Multiprocessors. CO1 K3 20 

6 Write about the development layers for computer CO1 K3 6 
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system development. 

7 Write about the performance factors versus system 

attributes. 

CO1 K3 10 

 

MODULE II 

1 Explain the terms (i) Hit Ratio (ii) Effective Access 

Time with proper equations. 

CO2 K5 80 

2 Compare the characteristics of CISC and RISC 

Architectures. 

CO2 K5 63 

3 Explain VLIW architecture. Also explain pipelining in 

VLIW processors. 

CO2 K5 69 

4 Draw memory hierarchy. CO2 K1 74 

5 Write about the inclusion property and data transfer 

between adjacent levels of a memory hierarchy. 

CO2 K3 77 

6 You are asked to perform capacity planning for a two-

level memory system. The first level, M1, is a cache 

with three capacity choices of 64 Kbytes, 128 Kbytes, 

and 256 Kbytes. The second level, M2, is a main 

memory with a 4-Mbyte capacity. Let c1 and c2 be the 

cost per byte and t1 and t2 the access times for M1 and 

M2 respectively. Assume c1=20c2 and t2=10t1. The 

cache hit ratios for the three capacities are assumed to 

be 0.7, 0.9 and 0.98 respectively. 

(i) What is the average access time ta in terms of t1=20 

ns in the three cache designs? (Note that t1 is the time 

form CPU to M1 and t2 is that from CPU to M2) 

(ii) Express the average byte cost of the entire memory 

hierarchy if c2=$0.2/Kbyte.   

CO2 K2 80 

7 Explain the role of compilers in exploiting parallelism. CO2 K5 83 

8 Consider the design of a three level memory hierarchy 

with the following specifications for memory 

characteristics: 

CO2 K3 82 
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Hit ratio of cache memory is h1=0.98 and a hit ratio of 

main memory is h2=0.9. 

(i) Calculate the effective access time. 

(ii) Calculate the total memory cost. 

 

MODULE III 

1 Differentiate between crossbar network and multiport 

memory. 

CO3 K4 90 

2 Explain in detail about the network characteristics of 

multiprocessor  system interconnects. 

CO3 K5 84 

3 Write about the schematic design of a cross point 

switch in a crossbar network with diagram. 

CO3 K3 93 

4 Explain hot spot problem. CO3 K5 103 

5 Design an 8 input omega network using 2X2 switches 

as building blocks. Show the switch settings for the 

permutations π1=(0,7,6,4,2)(1,3)(5). Show the conflicts 

in switch settings, if any. Explain blocking and non-

blocking networks in this context. 

CO3 K6 100 

6 Explain routing in Omega networks. CO3 K5 97 

7 Show an inter-processor-memory crossbar network. CO3 K2 91 

8 Explain bus system at board level ,backplane level and 

I/O level with diagram. 

CO3 K5 88 

9 Compare Omega and Butterfly multistage networks. CO3 K5 96 

 

MODULE IV 

1 Differentiate between store and forward and wormhole CO4 K4 134 
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routing. 

2 Consider the following pipeline reservation table: 

 

i) What are the forbidden latencies? 

ii) Draw the transition diagram. 

iii) List all the simple cycles and greedy cycles. 

iv) Determine the optimal constant latency cycle and 

minimal average latency (MAL)            

 v) Let the pipeline clock period be τ=20ns. Determine 

the throughput of the pipeline. 

CO4 K5 162 

3 Write about dimension order routing. Consider a 16 

node hypercube network. Based on E-cube routing 

algorithm, show how to route a message from 0010 to 

1001. Find all intermediate nodes on routing path. 

CO4 K3 140 

4 Determine the frequency of the pipeline if the stage 

delays are τ1 = 3ns, τ2 = τ3 =5ns and τ4 =8 ns and the 

latch delay is 1 ns. 

CO4 K5 155 

5 Consider the five-stage pipelined processor specified 

by the following reservation table and answer the 

following: ( S indicate the stages). 

CO4 K5 162 
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i) List the set of forbidden latencies and the collision 

vector. 

ii) Draw the state transition diagram showing all 

possible initial sequences without causing a collision in 

the pipeline. 

iii) List all the simple and greedy cycles from the state 

diagram. 

iv) Determine the minimum average latency. 

6 Consider a 16-node hypercube network. Based on the 

E-cube routing algorithm, show how to route a message 

from node (0111) to node (1101). All intermediate 

nodes must be identified on the routing path. 

CO4 K2 141 

7 Differentiate between synchronous and asynchronous 

model of linear pipeline processors. 

CO4 K4 154 

8 Consider the following pipeline reservation table: CO4 K5 162 
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i) What are the forbidden latencies? 

ii) Draw the transition diagram. 

iii) List all the simple cycles and greedy cycles. 

iv) Determine the optimal constant latency cycle and 

minimal average latency (MAL) 

v) Let he pipeline clock period be τ=20ns. Determine 

the throughput of the pipeline. 

9 Write about virtual networks and network partitioning. CO4 K3 150 

 

MODULE V 

1 Write about the possible hazards that can occur 

between read and write operations in an instruction 

pipeline. 

CO5 K3 178 

2 Explain the Tomasulo’s algorithm for the dynamic 

instruction scheduling. 

CO5 K5 181 

3 Compile the concept of in-order issue and out-of-order 

issue with respect to superscalar processor. 

CO5 K6 203 

4 Write short notes on internal data forwarding. CO5 K3 176 

5 Explain static branch prediction strategy and dynamic 

branch prediction strategy.   

CO5 K5 187 

6 Explain the effect of branching in instruction 

pipelining. Find the execution time and throughput of 

the pipeline for n instructions by considering the effect 

CO5 K5 185 
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of branching. How branch penalty is reduced using 

delayed branch strategy. 

7 With an example differentiate between the Carry-Save 

Adders (CSA) and Carry Propagate Adder (CPA). 

CO5 K4 193 

8 Construct a pipeline unit for fixed-point multiplication 

of 8-bit integers using CSA and CPA. 

CO5 K3 197 

 

MODULE VI 

1 Elaborate any three latency hiding techniques used in 

distributed shared memory multi computers. 

CO6 K6 221 

2 With a neat diagram discuss the architecture of 

ETL/EM-4 dataflow architecture. 

CO6 K2 265 

3 Distinguish between static dataflow computers and 

dynamic dataflow computers. 

CO6 K4 262 

4 Write about the consistencies in strong and relaxed 

memory models for building scalable multiprocessors 

with distributed shared memory. 

CO6 K3 235 

5 Discuss any two latency hiding techniques used in 

distributed shared memory multicomputers. 

CO6 K2 221 

6 Write about any two context switching polices for 

multithreaded architecture. 

CO6 K3 238 

7 Write about Multithreading issues and solutions. CO6 K3 238 

8 Illustrate the scalable coherence interface (SCI) 

interconnect model. 

CO6 K3 229 

9 Write a short note on fine-grain parallelism. CO6 K3 250 
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APPENDIX 1 

 

CONTENT BEYOND THE SYLLABUS 

SL.NO: TOPIC PAGE NO: 

1 Computer Hardware and Software for the Generation of Virtual 

Environments 

267 

2 The computer technology for the generation of VEs. 268 

3 Graphics Architectures for VE Rendering 269 

 

 

 

 

 

 

 

MODULE NOTES 
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APPENDIX 1 

 

CONTENT BEYOND THE SYLLABUS 

 

1. Computer Hardware and Software for the Generation of Virtual Environments 

The computer technology that allows us to develop three-dimensional virtual environments 

(VEs) consists of both hardware and software. The current popular, technical, and scientific 

interest in VEs is inspired, in large part, by the advent and availability of increasingly powerful 

and affordable visually oriented, interactive, graphical display systems and techniques. Graphical 

image generation and display capabilities that were not previously widely available are now 

found on the desktops of many professionals and are finding their way into the home. 

One possible organization of the computer technology for VEs is to decompose it into functional 

blocks. In Figure 1, three distinct classes of blocks are shown: (1) rendering hardware and 

software for driving modality-specific display devices; (2) hardware and software for modality-

specific aspects of models and the generation of corresponding display representations; (3) the 

core hardware and software in which modality-independent aspects of models as well as 

consistency and registration among multimodal models are taken into consideration. Beginning 

from left to right, human sensorimotor systems, such as eyes, ears, touch, and speech, are 

connected to the computer through human-machine interface devices. These devices generate 

output to, or receive input from, the human as a function of sensory modal drivers or renderers.  

The auditory display driver, for example, generates an appropriate waveform based on an 

acoustic simulation of the VE. To generate the sensory output, a computer must simulate the VE 

for that particular sensory mode. For example, a haptic display may require a physical simulation 

that includes compliance and texture.  

An acoustic display may require sound models based on impact, vibration, friction, fluid flow, 

etc. Each sensory modality requires a simulation tailored to its particular output. Next, a unified 

representation is necessary to coordinate individual sensory models and to synchronize output for 

each sensory driver. This representation must account for all human participants in the VE, as 

well as all autonomous internal entities. Finally, gathered and computed information must be 

summarized and broadcast over the network in order to maintain a consistent distributed 

simulated environment. 
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2. The computer technology for the generation of VEs. 

The computer hardware used to develop three-dimensional VEs includes high-performance 

workstations with special components for multisensory displays, parallel processors for the rapid 

computation of world models, and high-speed computer networks for transferring information 

among participants in the VE. The implementation of the virtual world is accomplished with 

software for interaction, navigation, modeling (geometric, physical, and behavioral), 

communication, and hypermedia integration. Control devices and head-mounted displays are 

covered elsewhere in this report. 

 

FIGURE 1 Organization of the computer technology for virtual reality. 
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3. Graphics Architectures for VE Rendering 

The high-level computer architecture issues that determine the applicability of a graphics system 

to VE rendering. Two assumptions are made about the systems included in our discussion. First, 

they use a z-buffer (or depth buffer), for hidden surface elimination. A z-buffer stores the 

depth—or distance from the eye point—of the closest surface ''seen" at that pixel. When a new 

surface is scan converted, the depth at each pixel is computed. If the new depth at a given pixel is 

closer to the eye point than the depth currently stored in the z-buffer at that pixel, then the new 

depth and intensity information are written into both the z-buffer and the frame buffer. 

Otherwise, the new information is discarded and the next pixel is examined. In this way, nearer 

objects always overwrite more distant objects, and when every object has been scan converted, 

all surfaces have been correctly ordered in depth. The second assumption for these graphic 

systems is that they use an application-programmable, general-purpose processor to cull the 

database. The result is to provide the rendering hardware with only the graphics primitives that 

are within the viewing volume (a perspective pyramid or parallel piped for perspective and 

parallel projections respectively). Both of these assumptions are valid for commercial graphics 

workstations and for the systems that have been designed by researchers at the University of 

North Carolina at Chapel Hill. 

 

The rendering operation is composed of three stages: per-primitive, 

 

 

 

FIGURE 2 The graphics pipeline. 

rasterization, and per-fragment (as shown in Figure 2). Per-primitive operations are those that are 

performed on the points, lines, and triangles that are presented to the rendering system. These 

include transformation of vertices from object coordinates to world, eye, view volume, and 

eventually to window coordinates, lighting calculations at each vertex, and clipping to the visible 

viewing volume. Rasterization is the process of converting the window-coordinate primitives to 

fragments corresponding to the pixels held in the frame buffer. The frame buffer is a dedicated 

block of memory that holds intensity and other information for every pixel on the display 

surface. The frame buffer is scanned repeatedly by the display hardware to generate visual 

imagery. Each of the fragments includes x and y window coordinates, a color, and a depth for use 

with the z-buffer for hidden surface elimination. Finally, per-fragment operations include 

comparing the fragment's depth value to the value stored in the z-buffer and, if the comparison is 

successful, replacing the color and depth values in the frame buffer with the fragment's values. 

https://www.nap.edu/read/4761/chapter/12#p200063789960253001
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The performance demanded of such a system can be substantial: 1 million triangles per second or 

hundreds of millions of fragments per second. The calculations involved in performing this work 

easily require billions of operations per second. Since none of today's fastest general purpose 

processors can satisfy these demands, all modern high-performance graphics systems are run on 

parallel architectures. Figure 3 is a general representation of a parallel architecture, in which the 

rendering operation of Figure 2 is simply replicated. Whereas such an architecture is attractively 

simple to implement, it fails to solve the rendering problem, because primitives in object 

coordinates cannot be easily separated into groups corresponding to different subregions of the 

frame buffer. There is in general a many-to-many mapping between the primitives in object 

coordinates and the partitions of the frame buffer. 

 

FIGURE 3 Parallel graphics pipelines. 

To allow for this many-to-many mapping, disjoint parallel rendering pipes must be combined at 

a minimum of one point along their paths, and this point must come after the per-primitive 

operations are completed. The point or crossbar can be located prior to the rasterization (the 

primitive crossbar), between rasterization and per-fragment (the fragment crossbar), and 

following pixel merge (the pixel merge crossbar). A detailed discussion of these architectures is 

provided in the technical appendix to this chapter. There are four major graphics systems that 

represent different architectures based on crossbar location. Silicon Graphics RealityEngine is a 

flow-through architecture with a primitive crossbar; the Freedom series from Evans & 

Sutherland is a flow-through architecture with a fragment crossbar; Pixel Planes 5 uses a tiled 

primitive crossbar; and PixelFlow is a tiled, pixel merge machine. 

 

https://www.nap.edu/read/4761/chapter/12#p200063789960254001
https://www.nap.edu/read/4761/chapter/12#p200063789960253001

